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Abstract
The current study compares the skill of Indian Institute of Tropical Meteorology (IITM) generated real-time forecast with that of the skill of European Centre (ECMF) forecast over different spatial scales and different months during the monsoon season. IITM forecast can give a skill comparable to ECMF forecast as compared to the observation over most of the meteorological subdivision during the monsoon months of June to September. In both the models skill is reduced during the peak monsoon months (July and August). Such reduced skill could be attributed to the high spatial variance of monsoon rainfall during the month of July and August. Thus, the dependence of skill in the climatological mean state of monsoon in two models requires future attention.
Summary

Error growth in climate forecast with the increase in lead-time is an inevitable consequence of nonlinearity and chaos. Study of error growth focusing strictly on the extended range or 10-20 day in advance, a time scale not coming within the purview of weather scale or the seasonal prediction scale is rare. While no rule of thumb to reduce error growth has come up, some headway has been made through a new “bias correction” technique in the NCEP-CFSv2 forecast runs made in Indian Institute of Tropical Meteorology (IITM).

Studying forecast error is critical to understand the model performance. The forecast error is attributed to two important factors: (a) errors in initial conditions and (b) errors in model physics and dynamics. It is easy to get an idea of systematic model error if the forecast of two different modeling systems is compared. The current study focuses on the comparison of forecast skill and error growth of real-time forecasts from IITM-ERPS with a completely different forecast set up: the European center (ECMWF) ERPS.

The study brings a glaring commonality in results from both frameworks when the individual summer monsoon months are forecasted: The skill of both the models at extended range lead-time is significantly dependent on climatological mean state during the monsoon time in the sense that the forecast skill decreases faster during July and August as compared to June and September. Thus, the error growth in monsoon is dominated by the climatological phase of monsoon in two different modeling frameworks, a result that warrants further theoretical clarification in the climate community.
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1. Introduction

The loss in prediction skill of a climate forecast system as the lead-time advances from a starting time is a hurdle that every forecaster face while dealing with real-time forecast since the time of Richardson’s effort to forecast mid-latitude weather in the 1940s and 1950s (Charney et al. 1950; Macrae 1999). The cause is well known: from the effect of noise to non-linearity to the chaotic evolution of predictands all could lead to this loss of mathematical foresight to a great extent (Lorenz 1963, 1965; Palmer 1993; Lorenz 1993; Eriksson et al. 2004). Theories to improve the prediction skill in real-time, however, are not many and mainly depends on criteria to improve initial and boundary conditions in the seasonal forecasting models (Reichler and Roads 2003; Palmer and Anderson 1994). For operational seasonal prediction (3-4 monthly averaged forecast), Charney-Shukla Hypothesis is a well studied one and is applicable to tropical climate forecast (Charney and Shukla 1981; Shukla 1998). For operational weather prediction (up to five to seven days), improving the initial condition to run a forecast model based on Lorenz’s hypothesis is also well explored (Palmer et al. 2005; Palmer 1993; Bauer et al. 2015). In these scales, forecasts of several features are improved a lot as compared to the skill existing at the time when it was first conjectured more than a century ago (Abbe 1901; Bauer et al. 2015). However, once the forecast horizon is expanded beyond weather scale, but is much less than the seasonal scale, skill of forecast gets worse and in spite of existence of theoretical predictability of intraseasonal scale, models do struggle to perform well under various situations (Jung et al. 2010; Baldwin 2003; Palmer 1993; Palmer et al. 1990). For operational purpose prediction beyond weather scale, especially prediction in the extended range time-scale (primarily 15-20 day in advance but could be taken as time-scale less than a
month) requires special mention which by far has given strong hope for predicting intraseasonal oscillations owing to existence of theoretical and operational predictability of Madden-Julian Oscillations or MJOs (Waliser et al. 2003a,b; Vitart 2014; Vitart et al. 2007) and monsoon intraseasonal oscillation or MISOs (Goswami and Xavier 2003; Neena and Goswami 2010; Chattopadhyay et al. 2008).

In the intermediate extended range time-scale, while the role of the initial condition is undisputed (Palmer 1993; Jung et al. 2010), the role of boundary condition e.g. air-sea interaction and sea surface temperature is also recently been shown to be important (Abhilash et al. 2014, 2015). A bias-corrected sea surface temperature (SST) from a coupled general circulation model (CGCM ) used as an input to atmospheric component of the same general circulation model (AGCM), for example, can be important in improving the extended range prediction skill when implemented in a multi-model and multi-ensemble (MME) framework (Sahai et al. 2015).

Statistical studies on extended range prediction as well as predictability of atmospheric flow give emphasis on the role of non-linearity and role of stochasticity/chaos as the main sources of the problem(Goswami and Xavier 2003; Webster and Hoyos 2004; Borah et al. 2013). In this context, the role of initial conditions becomes important. Initial conditions could determine the asymmetric or non-identical temporal evolution from one state of initialization to another. For example, low rainfall states (or negative departures from climatology or the break phases) could be more predictable than a prediction of higher rainfall states (or the
positive departures from climatology or the active phases (Goswami and Xavier 2003; Taraphdar et al. 2010).

Initial conditions could be considered as the instantaneous weather information from which a forecast model start running. The growth rate of error from an initial condition with the advancement of the lead-time is traditionally assumed to be exponential (until they saturate) from any initial state. That is the null hypothesis is, whatever the initial weather state is, error from multiple forecast runs should increase with more or less similar positive “acceleration” with lead-time or the errors come from a similar statistical distribution.

Is this conclusion true under all circumstances? There is no clear evidence so far that how statistically certain initial conditions could be more predictable than the other, although experiments with initial conditions say so (Toth and Kalnay 1993; Palmer 2000). Or in other words, certain instantaneous weather states used as input to the model as initial conditions have more memory than the other so that error grows at less positive acceleration rate leading to longer memory process. The assumption is that the techniques should be made available so that the initial conditions generated through data assimilation should nudge more closely to the “real” weather state. The possibility arises that there could be cases when the initialization (assimilation) method is more efficient than some other cases. These more efficient states or long memory initial states could be due to the role of boundary condition in the form of air-sea interactions in the extended range scale rather than a random initial condition.

Based on the recently developed extended range prediction framework at Indian Institute of Tropical Meteorology (IITM) forecasting of Indian summer monsoon in the extended
range has been recently made operational by Indian Meteorological Department. Operational predictions would be more useful if a systematic statistics of long memory initial states are given. Clear and quantitative demonstrations of these long memory initial states for the Indian summer monsoon season are still missing. If some states (initial conditions) have systematic long memory, those could be giving a systematic improvement in prediction skill. This could be important for monsoon forecasts as it would help the operational forecasters in assigning confidence metric to their forecasts for those initial states which have systematic long memories.

In this study we wish to substantiate this feature of existence of some initial states with systematic long memories in monsoon forecast and try to link it with climatological mean state of monsoon: larger predictability could be achieved in extended range prediction during June and September (traditionally low (monthly) mean rainfall but having strong amplitude of intraseasonal oscillation (ISO) variance) than the July and August (with high mean rainfall and high ISO variance). This variation of extended range prediction skill is independent of modeling framework as we show this result based on the NCEP-US based CFSv2 derived extended range forecast run at IITM and the ECMWF based extended range forecast. ECMWF forecasts have shown large improvements in operational skill due to a reduction in the initial condition error together with model improvements(Magnusson and Kallen 2013). Hence the similarity in the monthly variation in extended range prediction skill that is independent of modeling framework raises the question on whether the physical processes represented in the model are sufficient to represent seasonal mean monsoon during the peak monsoon season over Indian region. While the answer to this question is not simple, the evidence those are presented here are
overwhelming that the error growth of the monsoon extended range forecast system when it is in seasonally peak phase is not well understood. Additionally, the study induces hope of better quantification of extended range prediction of monsoon on regional scales, which are often important for several operational purposes.

2. Data, Model, and Methods

The World Weather Research Programme/World Climate Research Programme (WWRP/WCRP) has initiated the program on subseasonal to seasonal (S2S) prediction with an objective to understand the subseasonal to seasonal timescale and the forecast skill (Vitart et al. 2016). With an aim to understand and compare the prediction skill of IITM ERPS, we have considered the S2S ECMWF ensemble forecast (CY41R2 version) data (hereafter ECMF ENS) which has 11 ensemble members. In this study, we have considered from May 11th to Sep 28th reforecast for 14 years (2001-2014).

The IITM ERPS use the National Centre for Environmental Prediction, US (NCEP) Climate Forecast System model (CFS) version 2 (Saha et al. 2014), the coupled model and the atmospheric model in CFS namely the Global Forecast System (GFS) forced with the bias-corrected CFS-forecasted SST (hereafter GFSbc) at two resolutions: at T126 (CFS126) and at T382 (CFS382) spectral truncations. The analyses for creating the initial conditions for the model are obtained from NCDC server of National Center for Environmental Information (NCEI), USA. It is then perturbed and a pull of initial condition (IC) is created for each of the ensembles. The perturbation method essentially is derived based on adding random numbers to each grid point tendency term for any variable of interest $\chi: \chi'(x, y, z, t) = \chi(x, y, z, t) + \alpha \frac{\partial \chi(x,y,z,t)}{\partial t}$.
is a small random number ($-1 < \alpha < 1$). For more details refer Abhilash et al., (2013) and Abhilash et al., (2015). The IC generation method follows similar logic as defined in (Buizza et al. 1999).

To compare evenly with ECMF ENS, the total number of ensembles members considered for computing the multi-model multi-ensemble (MME) from IITM forecast runs in this study is 11: 3 from each of CFS126, CFS382 and GFSbc126 (one run is using unperturbed original analysis and two using perturbed analysis) and 2 from GFSbc382 (one run is using unperturbed original analysis and one using perturbed analysis). The unperturbed or the control run is made by directly using the real-time analysis IC downloaded from NCEP, defining the CFS based Grand Ensemble Prediction System (CGEPS) runs which also referred as IITM MME hereafter. Abhilash et.al. [2015] has demonstrated that in the IITM MME skill, spread-error relationship and the probabilistic prediction of active (above normal) spells, break (below normal) spells has improved. The reforecast or hindcast is made for the whole monsoon season (June to September) for the years 2001-2014 starting with 16\textsuperscript{th} May for any year and prediction is given for next 45 days. Model run is made after every five-day interval. In this paper apart from IITM MME, individual models (CFS126, CFS382) are also considered to investigate the role of individual NCEP-CFS/GFS model fidelity on the skill. While comparing the individual model to ECMWF forecast runs, the same 11 members of the individual model (CFS126, CFS382) are considered.

The IITM MME forecast runs with a five-day interval from May 16 of every year for 45 days, while the ECMWF runs every Monday/ Thursday of the week of that year on the fly. Following this, the numbers of forecast dates are 31 and 41 for IITM and ECMWF respectively
with the exactly matching dates are 8. For the dates where the ECMF forecast initial date does not match and has a lead of 1/2/3 days with respect to the IITM MME, then the corresponding forecasted lead days (1/2/3) of IITM MME are matched with the dates of ECMF respectively to be assumed as the forecast start date. The skill plots at a time will be shown by five days (pentad) averaging as has been used in several earlier studies based on this model. Thus forecast at pentad 1 (P1) will be defined as the average of forecasts for the days from 1-5, similarly, for P2, it is forecast average for lead day 6-10 and so on.

The verification of forecast skill is made using India Meteorological Department’s (IMD) station data that is gridded and merged with TRMM derived rainfall data. This IMD-TRMM merged rainfall data (Mitra et al. 2009) is used as “observation” data.

3. Results

The skills of the individual component of the models (CFS126 and CFS382) are compared with ECMF ENS in Fig.1. The plot shows the skill over 4 homogeneous regions (refer supplementary Figure S1), namely Monsoon Zone of India (MZI), North East India (NEI), Southern Peninsular India (SPI) and Northwest India (NWI). It may be seen that the skills of extended range forecast in pentad P3, P4 and P5 is much improved in ECMF ENS than the IITM-CFST126 or the IITM-CFST382 for the MZI, NEI and the SPI. Over NWI, it is not significantly different in IITM CFS run and the ECMF ENS run. If CFS126 is compared with CFS382 for these homogeneous regions we can see that the skill up to P3 lead-time is improved in the high resolution (CFS382) run as compared to the low resolution or CFS126 run. For the 4th and 5th pentad forecast, the skill is comparable in CFS126 and CFS382, although the correlation is
markedly low as compared to P1 lead-time. For NWI CFS382 is better up to P4 lead-time. The lack of skill of the individual component model in IITM CFS run is partly overcome when a multi-model and multi-ensemble version of the forecast is created. We plot the same in Fig. 2, which shows the skill for the result from MME version of the run. The MME is created by taking simple averaging of all the 11 ensemble members. It may be seen that the skill is improved and is comparable to ECMF ENS run up to the fifth pentad over monsoon zone (MZI) and northwest India (NWI). The skill is considerably improved and is comparable to ECMF over north east India (NEI) up to the third pentad in advance. ECMF ENS shows considerable skill in 4th and 5th pentad over NEI. Over the south peninsular part of India (SPI), the ECMF skill is comparatively better in all the 5 pentads shown here. The improvement in skill is coming solely due to the creation of MME and not due to bias-corrected SST-forced run of GFSbc alone. The skills of GFSbc are not always better (especially over the ocean). That the best skill is achievable only through MME and not due to an individual component of the model is already demonstrated in (Abhilash et al. 2014).

The deterministic skill as discussed above may not be very useful when skill score is low. We next show a probabilistic skill score (the briar skill score) which is given in Fig. 3. Brier skill score is computed by taking an equal number of ensemble members (eleven) for each of the component models (CFS126 and CFS382). Only the MME version (IITM MME) is created by taking lesser number of ensemble members from each model but totaling to eleven to make it comparable with ECMF ENS. So each bar is computed based on equal sample size. For the above normal category, the skill at 3rd and 4th pentad are comparable, although ECMF has
better skill in first two pentad lead-time. Similarly, for below normal category, the 3rd and 4th pentad forecast compare well with the ECMF ENS forecast.

In order to gain an insight of the prediction of the large-scale fields, monsoon intraseasonal oscillations (MISOS) are considered next. Predictions of MISOS are important component of any extended range forecasting system as its quasi-periodicity provides the forecast skill beyond weather scale which has several practical applications and has been attempted in the past through statistical and dynamical models (Goswami and Xavier 2003; Chattopadhyay et al. 2008; Webster and Hoyos 2004; Sahai et al. 2015, 2013). Like the real-time multivariate RMM1 and RMM2 indices of MJO (Wheeler and Hendon 2004), the prediction of the large scale structure of the MISO is obtained based on the multivariate MISO1 and MISO2 indices derived from principal components of the extended empirical orthogonal function approach (Suhas et al. 2012). We plot the bivariate correlation and bivariate RMSE of MISO1 and MISO2 indices in Fig.4 using the similar approach as defined for RMM1 and RMM2 to indicate the skill of MJO (Lin et al. 2008). The bivariate correlation plot (Fig.4a) shows that, although the IITM MME improved the lead time of prediction by 4 days (14 days to 18 days when skill falls below significance line) as compared to the individual component models, it is still less skillful than the ECMF ENS. The same is true for the evolution of bivariate root mean square error (RMSE), which is shown as solid curves in Fig.4b. The RMSE of IITM and ECMF run diverges faster after 5-6 days with IITM MME shows larger growth of RMSE on a particular forecast day as compared to the ECMF ENS forecast. The inter-ensemble spread for the IITM and ECMF forecast systems, however, grows at the same rate until 16-17 days. After that, however, the spread of IITM forecast system increases while the ECMF ENS forecast system grows at a slower rate as
compared to IITM forecast system. Since the spread of IITM MME grows faster, the ratio RMSE/spread of both the forecast gets comparable to each other. Since the ratio is an indicator of the signal to noise ratio, it shows that at large lead time, the skills tend to become comparable to each other.

### 3.1 Monthwise Forecast Skill

The month wise forecast skill for the IITM MME and the ECMF ENS are shown in Fig.5. It is clear from the plot that at all lead time and for both the IITM and ECMF ENS shows a reduction in prediction skill for the month of July and August as compared to the month of June and September. The reduction in forecast skill indicates that during the peak monsoon months of July and August, when the convective activities are statistically higher in occurrences with very large scale convection and convective cloudiness prevails over the subcontinent, the models fail to capture the same feature. Since, this is true for both ECMF ENS and IITM MME, which have very different physics and parameterization, it is speculated that forecast runs from both the versions may have the systematic errors of similar nature. During monsoon multi-scale organization of convection is a common feature and occasionally it is seen that the synoptic events are clustered within the monsoon intraseasonal oscillations (Goswami et al. 2003). Rain bearing systems in different scales organize in different space and time scales. Such multi-scale organization is more evident in tropical intraseasonal oscillations and forcing of the seasonal cycle to intraseasonal oscillations in tropics is hypothesized (Moncrieff et al. 2012). Since the seasonal forcing is strong during July and August and statistically monsoon intraseasonal oscillations and synoptic scales are also strong during monsoon season (~50 percent of
seasonal mean, (Goswami and Mohan 2001; Goswami et al. 2003; Qi et al. 2008)), these scales can interact strongly and small scale system can grow more efficiently than June and September. Since small-scale systems are inherently having less prediction horizon, the July and August are less predictable than June and September. This reduction in skill is formally discussed in Sec.4.

3.2 Comparison of monthly Forecasts over IMD subdivisions

P1, P2, P3 and P4 forecasts for various subdivisions during JJAS (June to September average) are shown in Fig.6. Fig.7-10 shows the same plot but for the month of June, July August and September. For the JJAS season as a whole (Fig.6), the IITM MME forecast skill pattern looks similar to ECMF ENS. ECMF ENS forecasts, however, shows better skills in the subdivisions of Northeast India during P4 lead-time forecast. The monthly stratified skill plots in Fig.7-10 shows that for the month of June and September IITM MME system shows better skill over few more subdivisions as compared to ECMF ENS during P3-P4 lead-time. Also, during July and August, the skill is same for both the models. Another thing is notable that except for the month of June, the larger lead-time (e.g. P4) has no predictability in the east-coastal region and the adjoining subdivisions. Such east-west asymmetry in predictability in both the modeling framework is intriguing. East coast receives most rainfall through Bay-of-Bengal systems which are typically cyclonic storms and low-pressure systems such as depressions which are inherently less predictable in longer lead-time. So if the deterministic predictability over these subdivisions is less, it is clear that probabilistic approach would be the most suitable approach for these regions in the extended range.
3.3 Signal to Noise ratio and Predictability of MMEs in monthly as well as seasonal scale

The month wise and subdivision wise plot for the day when the signal falls below noise level is shown in Fig. 11. The top panels are for ECMF runs and the bottom panels are for IITM runs. The red colors denote the predictability below 8 days or in the weather range. The Blue shades show the predictability above 12 days and the white shades show the predictability intermediate between these ranges. It is clear that the noise crosses signal much earlier in ECMF runs than IITM runs in most of the subdivisions during June to September. It is clear that for the runs initialized June and September more subdivisions are predictable in the longer range than the July and August runs. Of all the subdivisions the signal remains stronger over North West India and South peninsular India for longer lead-time.

4. Probable Reasons related to loss in operational predictability

The results as shown above, clearly indicates that for intraseasonal extended range forecast, there is similar monthly variation in forecast skill in two different modeling frameworks. The growth of errors from June and September are much slower and noise crosses signal at longer lead times than July and August. This could be related to the fact that there is increased frequency of "wet spells" during July and August reducing the spatial coherence of rainfall pattern during these months (Moron et al. 2017). These probable reasons are discussed below:
4.1 Predictability variability due to inherent Monsoon Annual Cycle

July and August are vigorous monsoon months with several small scales systems (monsoon depressions, lows, and cyclones) form regularly during these two months over the Bay of Bengal. Recently, several studies provide different aspects of evidence regarding predictability during monsoon season. It was shown that the potential predictability limit is large (20-30 days) over Indian region (Neena and Goswami 2010) considering the JJAS season as a whole. However a study by Moron et al., (2017) based on observation indicates “spatial coherence and correlations between local rainfall and the regional scale monsoon circulation decrease during the core phase of the monsoon between early July and late August..”. Such changes in spatial coherence, its link with large-scale circulation and its months variations for subregions of India as shown in this study indicates that the spatial scale of formation and interaction of monsoon system with the subgrid or local scale varies from month to month thereby could a cause of reduction in the actual predictability of the system.

4.2 Predictability variability due to internal dynamics of MISO

Since the predictability in the extended range primarily arises due to intraseasonal oscillations, characteristics of monsoon intraseasonal oscillations during July and August could be important for predictions. A recent study (Li et al. 2016) shows that as the seasonal mean progresses, the strength, propagation characteristics and intensity of the monsoon intraseasonal oscillations over the Arabian sea also changes (stronger in June and September and weaker in July and August) which could affect the predictability in July and August when more dominant tropical disturbances (monsoon lows and depressions) with lower predictability dominate. It is,
therefore, necessary to have proper representation of the regional features of monsoon intraseasonal oscillations in operational models during all the monsoon months. In the light of this, it may be seen that the operational predictability limit can be improved for most of the subdivisions over Indian region if the monthly variation in intraseasonal oscillations is captured correctly.

4.3 Predictability variability due to scale interaction and large-scale teleconnection

The reduction of skill during July and August is evident in both the IITM MME and ECMF ENS models which are run with different frameworks and assumptions. Since synoptic scales could be the roadblock to the prediction of large-scale northward propagating intraseasonal oscillations and there are evidence of scale interactions (De 2010) in monsoon, with the preferential growth of synoptic lows and depressions are favored during July and August, it is possible that such scale interaction could be a possible roadblock for sub seasonal extended range forecast that is yet to be accounted for (Taraphdar et al. 2016). In the month wise context, enhance skill in September (or end of the monsoon season) is worth noting. The reason of extended predictability in September could be related to simultaneous ENSO-monsoon relationship during which the association started getting particularly stronger on or after September (Prasad and Singh 1996; Kirtman and Shukla 2000) and Indian Ocean Dipole and the equatorial Indian Ocean wind mode (IOD/EQUINOO) forcing which also mainly strong in September or the end of the season (Pokhrel et al. 2012; Ashok et al. 2004; Nanjundiah et al. 2013).
5. Discussion

This study has compared the prediction skill of both IITM MME and ECMF ENS runs from the perspective of both global (large scale intraseasonal oscillations) and regional forecasting. The bivariate correlations and root mean square errors are computed for the large scale MISO and the correlations for the larger monsoon zones are also shown for the regions where MISO is more active. Similarly, we have computed the subdivision wise correlation skill to get an idea of the regional implications of the extended range forecast. As of the latest version in IITM MME forecast runs, it is clear that the operational predictability is enhanced beyond ten days for many subdivision for all the monsoon months for northwest India and several subdivisions of west-central India and parts of peninsular India.

The improvement in predictability beyond the medium range at the sub-divisional level is an important operational milestone for the forecast of Indian summer monsoon. The extended range prediction system of IITM MME is addressing two challenging issues at the same time. First, it is taking care of uncertainty in the initial condition through a multi-model and multi-ensemble strategy based on the same model. Secondly, the biases in air-sea interaction flux are corrected significantly through the bias corrected GFS runs. This second result is important in the sense that in the coupled model assumptions, there is no direct control over the errors, whereas in the bias controlled GFS runs the climatological GFS bias is decreased when forced with bias corrected sea surface temperature. The paper thus clearly indicates that for operational prediction in the extended range such errors in large-scale fields more effectively “colludes” the extended range forecast. Hence bias correction of large-scale
boundary conditions has to be an integral part of extended range forecast system. Nevertheless, since monsoon rainfall impacts food grain production over Indian region throughout the year (Selvaraju 2003; Abrol and Gadgil 1999) and if June forecast is important for summer (Kharif) crops (rice), the September rainfall is important for winter (rabi) crops (e.g. wheat and chickpea), the extended range operational skill during June and September could also be effectively used for crop (agriculture) outlook.

Finally, a natural question arises if it is possible to increase the skill more by making a grand average taking both IITM MME and ECMF ENS forecast. The grand ensemble average (i.e. average of IITM MME forecast runs and ECMF ENS forecast runs) skill and the skill of IITM MME and ECMF ENS are plotted in Fig.12 (top panel) for the MZI region. It may be seen that the increase in skill due to grand ensemble average is seen beyond the P2 lead time which adds operational value to the forecast. The root means square skill score (rmss) is also shown along the opposite ordinate (line plots), which also shows improvement in skill in higher lead-time as compared to the individual components. The Brier skill score (BSS) is also plotted in the bottom panel of Fig.12. The plot also shows improvement in the 3rd and 4th pentad as shown in the deterministic plot in the top panel. Nevertheless, such grand ensemble averaged operational forecasts initialized from synchronized ICs would help to bring out the maximum derivable real-time skill from the model.
6. Conclusions

The current study compares the skill of IITM generated real-time forecast with that of the skill of ECMF forecast over different spatial scales and different months during the monsoon season. The most important conclusion from this comparison is that the IITM forecast, when combined as a MME forecast, can give a skill comparable to ECMF forecast as compared to the observation over most of the meteorological subdivision during the monsoon months of June to September. The other important conclusion is that the skill in both the models is reduced during the peak monsoon months (July and August). Both the models are run with the independent framework and have independent parameterization schemes; in spite of this, they show similar variation in skill when monthly variation in skill is considered. Such reduced skill could be attributed to the high spatial variance of monsoon rainfall during the month of July and August. Thus, the dependence of skill in the climatological mean state of monsoon in two models requires future attention.
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Figure Captions

Figure 1: Comparison of correlation skills of CFS126 and CFS382 with ECMF forecast runs for the pentad 1 (P1) to pentad 4 (P4) lead time. Skill score is based on 11 members from each of ECMF ENS, CFST382 and CFST126 runs.

Figure 2: Comparison of correlation skills of IITM MME and ECMF ENS for the 4 homogeneous regions of India. Skill score is based on 11 members from each of ECMF ENS and IITM MME.

Figure 3: Brier Skill score for the monsoon zone for the above normal and below normal categories for the IITM MME and the ECMF ENS. Also shown the same for individual component models. Skill score is based on 11 members taken from each of the models.

Figure 4: (a) The bivariate correlation and (b) the root mean square error (RMSE) and spread for the ECMF-MME, IITM-MME and individual component models.(c) The ratio of Bivariate RMSE and spread as a function of lead day.

Figure 5: Monthwise variation in prediction skill for the ECMF and IITM runs.

Figure 6: Figure 6: Subdivision wise skill for the June-September (JJAS) season. Left columns show the skill for ECMF ENS for P1—P4 pentad lead time (top to bottom). Right columns show the skill for IITM MME for P1—P4 pentad lead time (top to bottom).

Figure 7: IMD Subdivision wise skill for the month of June for the IITM and ECMF forecast runs at each of the P1-P4 lead times.

Figure 8: Same as figure 8 but for the month of July.

Figure 9: Same as figure 8 but for the month of August.

Figure 10: Same as figure 8 but for the month of September.

Figure 11: subdivision wise spatial pattern of the days (shaded) in ECMF and IITM runs when the signal is equal to noise.

Figure 12: (top) Deterministic skill scores (cc and rmss) for the all of the IITM and ECMF combined (COMB), IITM MME and ECMF ENS forecasts and, (bottom) Brier skill score for the core monsoon zone of India (MZI).
Figure 1: Comparison of correlation skills of CFS126 and CFS382 with ECMF forecast runs for the pentad 1 (P1) to pentad 4 (P4) lead time. Skill is shown for the four homogeneous regions of India. Skill score is based on 11 members from each of ECMF ENS, CFST382 and CFST126 runs.
Figure 2: Comparison of correlation skills of IITM MME and ECMF ENS for the 4 homogeneous regions of India. Skill score is based on 11 members from each of ECMF ENS and IITM MME.
Figure 3: Brier Skill score for the monsoon zone for the above normal and below normal categories for the IITM MME and the ECMF ENS. Also shown the same for individual component models. Skill score is based on 11 members taken from each of the models.
Figure 4: (a) The bivariate correlation and (b) the root mean square error (RMSE) and spread for the ECMF-MME, IITM-MME and individual component models.(c) The ratio of Bivariate RMSE and spread as a function of lead day.
Figure 5: Monthwise variation in prediction skill for the ECMF and IITM runs.
Figure 6: Subdivision wise skill for the June-September (JJAS) season. Left columns show the skill for IITM ENS for P1—P4 pentad lead time (top to bottom). Right columns show the skill for ECMF MME for P1—P4 pentad lead time (top to bottom).
Figure 7: IMD Subdivision wise skill for the month of June for the IITM (left) and ECMF (right) forecast runs at each of the P1-P4 lead times.
Figure 8: Same as figure 7 but for the month of July.
Figure 9: Same as figure 8 but for the month of August.
Figure 10: Same as figure 8 but for the month of September.
Figure 11: subdivision wise spatial pattern of the days (shaded) in ECMF ENS and IITM MME runs when the signal is equal to noise.
Fig. 12. (top) Deterministic skill scores: correlations (bars) and rmss(lines) for the all of the IITM and ECMF combined (COMB), IITM MME and ECMF ENS forecasts and, (bottom) Brier skill score for the core monsoon zone of India (MZI).